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Themenubersicht

Daten analysieren und visualisieren
Zahlen vorhersagen (lineare Regression)

B Zustinde vorhersagen (Markov-Ketten)
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Anwendungen von Markov-Ketten
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Wenn Sie jetzt auf moodle.ch sind, welche Webseite méchten Sie
am wahrscheinlichsten als nachstes besuchen?
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Lernziele

Ich kann erklaren, was eine Markov-Kette ist und wie die
Markov-Eigenschaft funktioniert.

Ich kann aus einer realen Problemstellung eine Abbildung in
Form eines gerichteten Graphen erstellen.

Ich kann aus einer realen Problemstellung eine
Ubergangsmatrix erstellen.

Ich kann einen Zustand einer Markov-Kette mithilfe einer
Matrixmultiplikation vorhersagen.
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1 Definition (Zustand)

Zustand = eine Situation
oder ein Status, in dem
sich etwas befindet
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Woas sind Markov-Ketten?

Andrej A. Markov

» Die Markov-Kette ist benannt nach

dem russischen Mathematiker Andrej
Andrejewitsch Markov (1856-1922).

> Markov entdeckte die Markov-Ketten
bei der Analyse von Buchstabenfolgen
in literarischen Texten (Textanalyse).

Definition
> Mathematisches Modell fiir Abfolgen von Zustanden

» Markov-Eigenschaft: Der nichste Zustand hangt nur
vom vorherigen Zustand ab



Markov-Eigenschaft

[# Aufgabe 1.1 Markov-Eigenschaft erfiillt?

1. Das Wetter morgen kann gut vorhergesagt werden
basierend auf dem heutigen Wetter.

2. Die Wahrscheinlichkeit, dass ein Schuler heute seine
Hausaufgaben macht, hangt davon ab, ob er sie
gestern und vorgestern gemacht hat.

3. Die Wahrscheinlichkeit, dass ein Programm abstlirzt,
hangt davon ab, wie viele andere Programme bereits
abgestiirzt sind.

4. Die Wahrscheinlichkeit, dass eine Person Kleider einer

bestimmten Marke kauft, hangt nur davon ab, ob das
zuletzt gekaufte Kleidungsstiick von dieser Marke war.
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Beispiel: Wettervorhersage

» Zwei mogliche Zustande: (sonnig) oder #™ (regnerisch)
» Ubergangswahrscheinlichkeiten:

» Wenn heute **: Morgen zu 80% = -, zu 20% “®
» Wenn heute #™: Morgen zu 40% = °, zu 60% >

» Wie kdnnte man das darstellen?

0.8 0.6

0.4

Gerichteter Graph

O Knoten = Zustande
-> Kanten = Uberginge mit Wahrscheinlichkeiten

Summe der ausgehenden Kanten = 1



Ubung: Thailandischer Tourist

[#' Aufgabe 1.2

Ein Tourist kommt in Thailand an und méchte die Sonne und Stran-
de auf zwei beliebten Inseln im Siiden (Samui und Phangan) ge-
niessen, sowie das Festland besichtigen.

Laut einer Umfrage gilt:

» Ist der Tourist auf dem Festland (F), so fahrt er am nichsten
Tag mit Wahrscheinlichkeit 70% nach Samui (S), mit 20%
nach Phangan (P) und bleibt mit 10% auf dem Festland.

» |st er auf Samui, bleibt er mit 40% dort, fahrt mit 50% nach
Phangan und kehrt mit 10% aufs Festland zuriick.

» st er auf Phangan, bleibt er mit 30% dort, fahrt mit 30%
nach Samui und kehrt mit 40% aufs Festland zuriick.

Erstellen Sie den gerichteten Graphen fiir die Zustdnde F, S und
P.




Gerichtete Graphen
Ubung: Thailandischer Tourist




Gerichtete Graphen
Ubung: Thailandischer Tourist

0.4

= Ubersichtlichere Lésung? Besser fiir Computer?
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Die Ubergangsmatrix: Thailand-Beispiel

Nach
F|S|P
= F|o01]07]02

c

o
> S|01]04]05

P|04]03]|03

Gerichteter Graph Ubergangstabelle
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Die Ubergangsmatrix

Nach
| -~
S | 0.8 0.2
0.8 . 0.6 > - ‘ 0.4 ‘ 0.6
. = Ubergangstabelle
0.4

Gerichteter Graph



Die Ubergangsmatrix

Nach
| »
S | 0.8 0.2
0.8 0.6 | 04]06
0.2 .
N Ubergangstabelle
4
0.4
_ (0.8 0.2
Gerichteter Graph P= <0'4 0_6>
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Die Ubergangsmatrix

Nach
| »
S | 0.8 0.2
0.8 0.6 | 04]06
0.2 .
N Ubergangstabelle
4
0.4
_ (0.8 0.2
Gerichteter Graph P= <0'4 0_6>

Ubergangsmatrix

Matrix: Von lat. mater = Mutter, ,strukturierende” Umgebung



[#' Aufgabe 1.3

Ein Tourist kommt in Thailand an und méchte die Sonne und Strén-
de auf zwei beliebten Inseln im Siiden (Samui und Phangan) ge-
niessen, sowie das Festland besichtigen. Laut einer Umfrage gilt:

» Ist der Tourist auf dem (F), so fahrt er am nichsten Tag mit
Wahrscheinlichkeit 70% nach Samui (S), mit 20% nach
Phangan (P) und bleibt mit 10% auf dem Festland.

» Ist er auf Samui, bleibt er mit 40% dort, fahrt mit 50% nach
Phangan und kehrt mit 10% aufs Festland zurtick.

» st er auf Phangan, bleibt er mit 30% dort, fahrt mit 30%
nach Samui und kehrt mit 40% aufs Festland zuriick.

Nach
F|S|P

Erstellen Sie die Ubergangstabelle: o F || | |
S

> s |

P |




Lésung: Ubergangstabelle fiir den thailandischen Tourist

Nach
F|s|P

F|o01]07]02
S s|lo1]04]05
P|04]03]03

Ubergangstabelle

0.1 0.7 0.2
P=101 04 05
04 03 0.3

Ubergangsmatrix
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Startvektor und Vorhersage zukiinftiger Zustande

» Startvektor my gibt den Anfangszustand
(=Wahrscheinlichkeit, in einem Zustand zu sein) an

P Beispiel: Heute ist es regnerisch
Gleiche Reihenfolge wie in

der Ubergangsmatrix:

o = (0 1) Nach
o |
-~ 5 | 0.8 | 0.2
| 04]06

Wie hoch ist die Wahrscheinlichkeit, dass es morgen
wird?

m =7 P
0.8 0.2
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» Startvektor my gibt den Anfangszustand
(=Wahrscheinlichkeit, in einem Zustand zu sein) an
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o |
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» Um die Entwicklung einer Markov-Kette zu berechnen,
multiplizieren wir einen Zeilenvektor mit einer Matrix.
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Matrixmultiplikation

(s b).(g ;)z(a.e+b.g 2 Frboh)

2’ Aufgabe 1.4 B Matrix-Multiplikation

Multiplizieren Sie (0.4 0,6) . (8-2 82)'




Matrixmultiplikation

(s b)-(é ;>:(a.e+b.g 2 Frboh)

[Z' Aufgabe 1.5 B Matrix-Multiplikation

Multiplizieren Sie (0.4 0.6) . (gj 82)

v Lésungsvorschlag zu Aufgabe 1.5

(04 00)- (3% 92)
— (0.4 .0.84+06-04 04-02+0.6- 0.6)
- (0.32 1024 0.08+ 0.36) - (0.56 0.44)
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Wettervorhersage fiir tibermorgen
» Startvektor: mp = (0 1) (heute regnerisch)
» Nach einem Tag:

m=m-P=(0 1) (g:i 82) = (04 06)

» Nach zwei Tagen:

m=m-P= (0.4 0.6) : (8:2 82) - (0.56 0.44)

Wabhrscheinlichkeit, dass es in zwei Tagen sonnig ist: 56%.



Wettervorhersage fiir ibermorgen
» Startvektor: mg = (O 1) (heute regnerisch)
» Nach einem Tag:

=m0 P = (o 1) : (g:i 82) — (0.4 0.6)

» Nach zwei Tagen:

m=m-P= (0.4 0.6) : (8:2 8:2) - (0.56 0.44)

Wahrscheinlichkeit, dass es in zwei Tagen sonnig ist: 56%.

Auftrag: Moodle

M 4 1 - Lernkontrolle Markov-Ketten
2. Zusatzaufgaben: & 2 - Markov-Ketten




Ubung: TikTok / Instagram nach 2 Schritten?

06 04
P= (O.l 0.9)
» Startvektor: mp = (0 1) (Start bei TikTok)
» Nach einem Schritt:

=m0 P = (0 1) : (8:? 8:3) - (0.1 0.9)

» Nach zwei Schritten:

Mo =1 P = (0.1 0.9) : (8(15 8:3) - (0.15 0.85)

» Ubergangsmatrix:

» Die Wahrscheinlichkeit, nach zwei Nutzungen bei Instagram
zu landen, betragt 15%.
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Lernziele

» |ektion 1:

Ich kann erklaren, was eine Markov-Kette ist und wie die
Markov-Eigenschaft funktioniert.

Ich kann aus einer realen Problemstellung eine Abbildung in
Form eines gerichteten Graphen erstellen.

Ich kann aus einer realen Problemstellung eine
Ubergangsmatrix erstellen.

Ich kann einen Zustand einer Markov-Kette mithilfe einer
Matrixmultiplikation vorhersagen.

» |ektion 2:

B Ich kann Markov-Ketten in Python implementieren.

B Ich kann mithilfe einer Simulation berechnen, wie sich eine
Markov-Kette iiber mehrere Schritte entwickelt.

B Ich kann die langfristige Verteilung von Markov-Ketten mit
Simulationen in Python berechnen.
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=) Beispiele immer zuerst lesen

P Jeden Code-Block ausfiihren: [ T ]+ <]
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